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ABSTRACT
The main objective of this study was to present a model to detect financial reporting fraud by companies listed on Tehran Stock Exchange (TSE) using genetic algorithm. For this purpose, consistent with theoretical foundations, 21 variables were selected to predict fraud in financial reporting that finally, using statistical tests, 9 variables including SALE/EMP, RECT/Sale, LT/CEQ, INVT/Sale, SALE/TA, NI/CEQ, NI/Sale, LT/XINT, and AT/LT were selected as the potential financial reporting fraud indexes. Then, using genetic algorithm, the final model of fraud detection in financial reporting was presented. The statistical population of this study included 66 companies including 33 fraudulent and 33 non-fraudulent companies from 2011 to 2016. The results showed that the presented model with the accuracy of 91.5% can detect fraudulent companies.

1 Introduction

In the past decade, many cases of financial frauds by large companies in developed and developing countries are detected and reported. The frauds by Harris Scarf in Australia, Parmalat in Italy, Ahold in India, and Vivendi in France show that this problem has penetrated into all parts of the world and is not limited to famous companies such as Enron, World Com, Tyco, Lucent, etc. Organizations lose about 5% of their annual income in different frauds and 1.6% of their annual income in reporting fraud [6]. However, there have been many efforts to assess the accurate level of frauds, but obtaining accurate and acceptable statistics is not an easy task because a majority of frauds are not detected and even when discovered, they may be ignored. This is because the victim company does not want to have a distorted face in the public. Increased numbers of frauds in financial reporting and financial restatements that are almost related to the bankruptcy of large companies have caused concerns about the quality of financial reporting. For this reason, detection of important frauds in financial reporting has always been taken into consideration by investors, legislators, managers, and auditors. Financial reporting fraud can have detrimental effects on corporate reporting to the point where its nature is compromised. Despite economic consequences of fraud for companies and economy of the country, it is not seriously taken into consideration in capital market and research centers. Also, according to increased number of companies listed on Stock Exchange and the process of privatization and capital growth, the prediction of fraud
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reporting using methods other than conventional auditing methods according to the limitations is necessary. Most of studies have employed machine learning-based models such as logistic regression, linear detection analysis, and artificial neural networks. In this study, it has been attempted to present a model to detect fraud in financial reporting using genetic algorithm.

1.1 Genetic Algorithm

Genetic algorithms are general-purpose search and optimization procedure. They are inspired by the biological evolution principle of survival of the fittest. The genetic algorithm is a search heuristic that mimics the process of natural evolution. This heuristic is routinely used to generate useful solutions to optimization and search problems. Genetic algorithms belong to the larger class of evolutionary algorithms, which generate solutions to optimization problems using techniques inspired by natural evolution, such as inheritance, mutation, selection, and crossover in Fig 1. Genetic Algorithms does not deal directly with the parameters of the problem to be solved. They work with codes which represent the problem and produce codes which represent the solution. A typical genetic algorithm requires:

1. A genetic representation of the solution domain
2. A fitness function to evaluate the solution domain.
3. Genetic algorithms reported to have achieved great success because of their ability to exploit accumulated information about an initially unknown search space leading to moving subsequent searches into more useful subspaces. Genetic algorithms are also flexible tools and can be used in combination with other techniques including fuzzy logic and neural networks [35].

Fig. 1: Steps in Genetic Algorithm to find best optimal solution

To describe how the algorithm can be used for function optimization, consider a population of N individual $\chi_i$, each represented by a chromosomal string of L allele values. Allele refers to the specific value of a gene position on the string. For example, consider the function $f$ defined over a range of the real numbers $[a,b]$. a representation for each $\chi_i$ could be binary bit string, using standard binary encoding. Here each gene position, or allele value, takes an either 0, or 1 depending on the value of $\chi_i$. the task is to maximize the output of $f$ by searching the space $[a,b]$. In this case $f$ is the fitness measure, or fitness function, and represents the environment in which candidate solutions are judged. The initial
population is generally chosen at random. Once the population is initialized the genetic algorithms evolutionary cycle can begin. The first stage of the genetic cycle is the evaluation of each of the population members. In the above this equates to evaluating each \( f(\chi_i) \) for all population members \((1 \leq i \leq N)\), there then follows the repeated application of the biological operators. In the general case we have the following:

- **Selection**: selection is the process by which individuals survive from one generation to the next. A selection scheme is a means by which individuals are assigned a probability of survival based on their relative fitness to the population as a whole. Individuals with high fitness should have a high probability of surviving. Individuals with low fitness should have a low probability of surviving.
- **Crossover**: this is version of artificial mating. If two individuals have high fitness values, then the algorithm explores the possibility that a combination of their genes may produce an offspring with even higher fitness. Crossover represents a way of searching the space of possible solutions based on the information gained from the existing solutions.
- **Mutation**: if crossover is seen as a way of moving through the space based on past information, mutation represents innovation. Mutation is important, some forms of evolutionary algorithms rely on this operator as the only form of search (i.e., no crossover). In practice it is random adjustment in the individual’s genetic structure.

Having applied the biological operators, the process is repeated until either the population converges (all members are the same) or some fixed control parameter is violated (such as a set number of generations). Fig. 2 depicts a typical form of crossover and mutation defined for a binary encoding of the search space. Holland crossover, depicted above, picks a position \( m, 1 \leq m \leq L \) (where \( L \) is the string length) at random and builds two offspring from two parents by swapping all bits in the positions \( m \leq j \leq L \) on both strings. It should be noted that bit positions in this form of crossover are preserved. This allows the algorithm to exploit any linearity within the fitness function mutation for binary encodings is generally defined as a small probability that a bit value changes [3].

![Fig. 2: Genetic operators](image)

To complete the terminology, a set of chromosomes of an individual is referred to as its genotype, which defines a phenotype with certain fitness. A genetic algorithm is a parallel search algorithm with centralized control. The centralization comes from the selection regime. The fact that it is a parallel search relates to the fact that there is a population of candidate solutions, which sample the search space.
simultaneously [3]. Genetic algorithms have many strengths well suited to the problem of fraud detection. They provide the capability to learn class boundaries that are non-linear functions of multiple variables, allowing solutions that cannot be achieved by linear methods. Furthermore, genetic algorithms perform explicit feature selection during learning. This is significant benefit in financial reporting fraud detection, as there is little consensus among experts about variables that consistently indicate fraudulent behavior. The flexibility in design of genetic algorithms allows the incorporation of logic to handle missing data and the definition of output formats using problem-domain language to enhance user understanding of the results. While prior research enhances our understanding of fraud indicators and prediction methods, this research rarely uses genetic algorithm. Our paper makes at least two important contributions. First, by introducing new method and showing that method improve prediction performance of fraud. the methodology and procedure in this paper can easily be extended to other domains of financial crimes. Second, the introduction and evaluation of this method makes an important contribution to practice. Better prediction models can, for example, help the capital market and external auditors improve their identification of potentially fraudulent accounting practices [59].

2 Theoretical Foundations and Research Background

Study on fraud detection in financial reporting necessitates identification of potential indexes of fraud detection. Studies on fraud detection in financial reporting have focused on financial and non-financial indexes affecting fraud detection. According to the primary studies on frauds in financial reporting by Feroz, Pastena, and Park [30], fraudulent companies almost have distorted inventories and amounts receivable. Later, Beneish [12] analyzed the differences between fraudulent and non-fraudulent companies and introduced amounts receivable and debt collection period as separate variables of two groups. Beneish [13], developing his suggested model identified debt collection prediction, gross profit margin, asset growth index, sales growth index, and accruals (capital change in non-working capital plus dispreciation) as potential fraud detection indexes. Ettredge, Sun, Lee, and Anandarajan [27] found that deferred taxes, auditor change, market value to book value ratio, and income growth are the evidences for reporting fraud. Also, according to Brazel, Jones, and Zimbelman [14], unusual growth in financial and non-financial variables can influence fraud prediction.

Some of these studies have tested their hypotheses using available literature about profit management and corporate governance (Beasley [9], Dechow, Sloan and Sweeney [22], Summers and Sweeney [58], Beneish [13], Sharma [57], Erickson, Hanlon and Maydew [25], Lennox and Pittman [42], Feng, Luo and Shevlin [29], Perols and Lougee [51], Armstrong, Larcker and Ormazabal [5], and Markelovich and Rosner [47]). Also, in these studies, other non-financial variables based on auditing standards have been used (Loebbecke, Eining and Willingham [44], Beneish [12], Lee, Ingram and Howard [40], Apostolou, Hassell and Webber [4], Kaminski, Wetzel and Guan [38], Ettedgedge, Sun, Lee and Anandarajan [27], Jones, Krishnan and Melendrez [37], Brazel, Jones and Zimbelman [14], and Dechow, Ge, Larsen and Sloan [22]). Persons [53], Summers and Sweeney [58], and Dechow et al. [23] were among the researchers who used logistic regression by financial ratios and presented a model to detect fraudulent financial reporting. Recent studies that have been conducted by logistic regression show that rapid growth of assets is accompanied by increased need for cash and external financing and this has a significant relationship with fraud. Also, increased percentage of shares owned by executives and board of directors has a significant relationship with fraud likelihood in financial statements. Green and Choi [34], Fanning and Cogger [28], and Feroz et al. [30] used multilayer neural networks to propose a model for fraud detection in financial reporting. Kaminski et al. [38], using linear detection analysis, concluded that financial ratios have limited power to detect or predict fraudulent reporting. Mc Kee [49], using a
mixture of logistic regression techniques, neural network, and decision tree designed fraud prediction model. Also, Ravisankar [57] compared five categorization techniques (i.e. artificial intelligence-based techniques and genetic programming) and presented a model to detect fraudulent companies. Perols [51] compared categorization algorithms to detect fraud in financial reporting. The results of his study showed that logistic regression enjoys from better efficiency compared with other algorithms. Alden et al. [3] investigated the profitability of categorizers based on fuzzy rules in detecting fraudulent financial reporting models. In total, 32 financial variables were selected as potential predictors of financial reporting. The results of fuzzy rules-based categorizers with genetic algorithm and Marco’s estimation of distribution algorithm indicate the profitability of evolutionary models to detect fraudulent financial reporting. Varian [59] signified the importance of data analysis. He recommended researchers to follow the recent advances instead of using conventional models. Lin et al. [43] in a study found that 18 fraud factors have been used. The results of logistic regression data mining, decision tree, and artificial neural networks indicated the accuracy of decision tree and artificial neural networks relative to logistic regression. In the end, in order to improve the achievements of the study, a comparison was made between the judgments of experts and data mining techniques. Finally, Perols et al. [52] concluded that to detect different frauds, only one general model cannot be taken into consideration. Therefore, to detect different types of fraud, suitable solutions for each type of fraud are needed. We summarize three types of methodologies used in literature in Table 1. Some of these researches always used of one or several methods, and compared their results with previous researches.

Table 1: Methodologies used in prior financial reporting fraud detection studie

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Method(s)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical model</td>
<td>Discriminant Analysis</td>
<td>Kaminski et al. [38], Fanning and Cogger [28]</td>
</tr>
<tr>
<td></td>
<td>Logistic Regression</td>
<td>Bell[10], Deehow et al.[23], Persons[53], Summers and Sweeney[59], Fanning and Cogger [28], Feroz et al. [30], Lin et al. [43], Ravisankar [57], Jahanshad and Sardarizadeh [36], Etemadi and Zolghi [26], Dadjiri et al [21], Etemadi and Zolghi [26], Maham and Torabi [45]</td>
</tr>
<tr>
<td></td>
<td>Probit</td>
<td>Benish[13]</td>
</tr>
<tr>
<td>Data mining</td>
<td>Neural network</td>
<td>Fanning and Cogger [28], Green and Choi [34], Feroz et al. [30], Lin et al. [43], Ravisankar [57]</td>
</tr>
<tr>
<td></td>
<td>Decision Tree</td>
<td>Gupta et al. [35]</td>
</tr>
<tr>
<td></td>
<td>Support Vector Machine</td>
<td>Ravisankar [57], Cecchini et al. [17]</td>
</tr>
<tr>
<td></td>
<td>Genetic Programming</td>
<td>Ravisankar [57], Gupta et al. [35]</td>
</tr>
<tr>
<td>Text mining</td>
<td>Linguistic cues based method</td>
<td>Larcker and Zakolyukina [40]</td>
</tr>
<tr>
<td></td>
<td>A computational fraud detection model</td>
<td>Glancy and Yadav [32]</td>
</tr>
</tbody>
</table>

Some recent studies have used advanced categorization techniques such as support vector machine, decision tree, genetic algorithm, and adaptive learning models (e.g. studies by Gupta and Gill [35] and Whiting et al. [63] and also data mining models such as studies by Glancy and Yadav [32], Goel and Gangolly [33], and Larcker and Zakolyukina [40]). A list of prior studies using evolutionary techniques for financial reporting fraud detection is summarized in Table 2. Additional methodological details are also provided, such as the size, methods employed and overall accuracy, when available.
In Iran, various studies are conducted on fraud detection and some of them are as follows. Maham and Torabi [45] determined the risk of fraud in financial reporting using some of financial and non-financial indexes by logistic regression. The results indicated that the presented model is able to determine fraud in financial reporting at an acceptable confidence level.

**Table 2:** Sample size, fraud cases and accuracy of prior financial reporting fraud detection studies

<table>
<thead>
<tr>
<th>study</th>
<th>Sample size</th>
<th>Fraud cases</th>
<th>Method(s)</th>
<th>Overall accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persons [53]</td>
<td>206</td>
<td>103</td>
<td>Logistic Regression</td>
<td>n/a</td>
</tr>
<tr>
<td>Fanning and Cogger [28]</td>
<td>204</td>
<td>102</td>
<td>Logistic Regression, Discriminant Analysis, Neural Networks</td>
<td>50</td>
</tr>
<tr>
<td>Green and Choi [34]</td>
<td>172</td>
<td>86</td>
<td>Neural Networks</td>
<td>n/a</td>
</tr>
<tr>
<td>Feroz et al. [30]</td>
<td>132</td>
<td>42</td>
<td>Neural Networks, Logistic Regression</td>
<td>81, 70</td>
</tr>
<tr>
<td>Lin et al. [43]</td>
<td>200</td>
<td>40</td>
<td>Neural Networks, Logistic Regression</td>
<td>76, 79</td>
</tr>
<tr>
<td>Kaminski et al. [38]</td>
<td>158</td>
<td>79</td>
<td>Discriminant Analysis</td>
<td>n/a</td>
</tr>
<tr>
<td>Ravisankar [57]</td>
<td>202</td>
<td>101</td>
<td>Support Vector Machine, Genetic Programming, Logistic Regression, Neural Networks</td>
<td>72, 89, 91</td>
</tr>
<tr>
<td>Gupta et al. [35]</td>
<td>114</td>
<td>29</td>
<td>Decision Tree, Genetic Programming</td>
<td>95, 88</td>
</tr>
<tr>
<td>Cecchini et al. [17]</td>
<td>2312</td>
<td>107</td>
<td>Support Vector Machine</td>
<td>88</td>
</tr>
<tr>
<td>Dechow et al. [23]</td>
<td>1301</td>
<td>57</td>
<td>Logistic Regression</td>
<td>76</td>
</tr>
<tr>
<td>Beneish [13]</td>
<td>3538</td>
<td>149</td>
<td>Probit</td>
<td>49</td>
</tr>
<tr>
<td>Jahanshad and Sardarizadeh [36]</td>
<td>80</td>
<td>40</td>
<td>Logistic Regression</td>
<td>n/a</td>
</tr>
<tr>
<td>Etemadi and Zolghi [26]</td>
<td>68</td>
<td>34</td>
<td>Logistic Regression</td>
<td>84</td>
</tr>
</tbody>
</table>

Etemadi and Zolghi [26] investigated the use of logistic regression in detecting fraudulent financial reporting in companies listed on Stock Exchange. In this study, using 9 financial ratios and information of 34 companies with fraud signs and 34 companies without fraud signs and also logistic regression, it was attempted to develop a suitable model with the accuracy level of 83.8%. Jahanshad and Sardarizadeh [36] investigated the relationship between financial criterion (income growth difference) and non-financial criterion (staff number growth) and fraudulent financial reporting in companies listed on Stock Exchange. The results indicated a significant negative relationship between income growth, staff number growth, and fraudulent financial reporting. Mashayekhi and Hoseinpour [48] investigated the relationship between real earning management and accrual-based earning management in companies suspected of fraud in TSE. These companies were selected according to a series of factors related to false accounting information in financial reporting. The results of this study indicated that in suspected companies, real earning management has a significant negative effect on accrual-based earning management. Rahimian and Hajiheidari [56] aimed to detect frauds using the adjusted Benish model and recognize financial ratios sensitive to fraud. The results of this study shows that sales to total assets and equity to total assets ratios are two financial ratios sensitive to frauds. The model has an accuracy rate of 69/1 percent in classifying the total sample. Dastjerdi et al. [21] analyzed the text of boards reports...
and used two methods including the convex optimization (CVX) method and least absolute shrinkage and selection operator (LASSO) regression method. The results indicated that both methods can detect the managers high fraud risk index with a precision between 82/55 and 91/25 percent. The LASSO method was significantly more precise than the CVX method.

3 Proposed Methodology

The main objective of the present study is to present a model to detect fraud in financial reporting of Iranian companies using genetic algorithm. Therefore, the present study, in terms of approach, is a developmental-applied, because it designs a model to detect fraud in financial reporting and uses this model to detect fraudulent and non-fraudulent companies. In terms of method, this study is a causal-correlational study. Also, in terms of relationship with the environment, this study is a quasi-experimental study. Since after data collection and estimations, the results are generalized, this study is among inductive studies. Data were collected through documentation, audited financial statements, documents, and reports published by Stock Exchange and databases. The population of this study included companies listed on TSE over the five-year period from 2011 to 2016. For sample selection, the following conditions were considered: 1. The company should be a manufacturing company; therefore, investment and holding companies and financial and financial intermediation institutions were excluded due to their different nature; 2. The fiscal year of these companies should end in March 20; 3. Their information should be available for the time period of 2011 to 2016; 4. Companies that are covered by Article 141 of the Commercial Code are excluded from the sample. Therefore, for sample selection, a list of companies that had the above conditions during 2011-2016 and were among fraudulent and non-fraudulent companies were selected. According to the above mentioned, the sample includes 66 companies that were active during this time period and their financial statements are available. Thus, since this period has been used to build a model, 330 observations are made during five years where 165 companies were non-fraudulent and 165 companies were fraudulent.

![Fig. 3: Overall System Design](image)

3.1 Architectural Design

During architectural design, some recent studies are identified. The following modules are identified in the proposed system (Fig. 3). The overall system architecture describes work structure of the system.
### Table 3: Fraud Predictors

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Definition</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in Inventory</td>
<td>(INVT _ INVTt_1)/Average total assets</td>
<td>Dechow et al. [23]</td>
</tr>
<tr>
<td>Change in Receivables</td>
<td>(RECT _ RECTt_1)/Average total assets</td>
<td>Dechow et al. [23]</td>
</tr>
<tr>
<td>Deferred Tax Expense</td>
<td>TXDI/ATt_1</td>
<td>Dechow et al. [23]</td>
</tr>
<tr>
<td>Sales to Employees</td>
<td>SALE/EMP</td>
<td>Dechow et al. [23], Perols and loge [51]</td>
</tr>
<tr>
<td>Accounts Receivable to Sale</td>
<td>RECT/SALE</td>
<td>Dechow et al. [23], Green and Choi [34], Feroz et al. [30], Lin et al. [43], Kaminski et al. [38], Perols et al. [51]</td>
</tr>
<tr>
<td>Accounts Receivable to Total Assets</td>
<td>RECT/AT</td>
<td>Dechow et al. [23], Green and Choi [34], Benish [12], Benish [13], Lee et al. [41], Lin et al. [43], Perols et al. [51]</td>
</tr>
<tr>
<td>Current minus prior year Inventory to Sales</td>
<td>INVT/SALE _ INVTt_1/SALEt_1</td>
<td>Summers and Sweeney [58], Perols et al. [51]</td>
</tr>
<tr>
<td>Days in Receivables index</td>
<td>(RECT/SALE)/(RECTt_1/SALEt_1)</td>
<td>Benish [13], Chen and Storey [20], Perols et al. [51]</td>
</tr>
<tr>
<td>Debt-to-Equity</td>
<td>LT/CEQ</td>
<td>Fanning and Cogger [28]</td>
</tr>
<tr>
<td>Gross Margin</td>
<td>(SALE _ COGS)/SALE</td>
<td>Green and Choi [34], Lin et al. [43], Chen and Storey [34], Perols et al. [51]</td>
</tr>
<tr>
<td>Inventory to Sales</td>
<td>INVT/SALE</td>
<td>Kaminski et al. [38], Perols et al. [51]</td>
</tr>
<tr>
<td>Net Sales</td>
<td>SALE</td>
<td>Green and Choi [34], Lin et al. [43], Cechini et al. [17], Perols et al. [51]</td>
</tr>
<tr>
<td>Sales to Assets</td>
<td>SALE/TA</td>
<td>Fanning and Cogger [28], Kaminski et al. [38], Chen and Storey [20], Cechini et al. [17], Perols et al. [51]</td>
</tr>
<tr>
<td>The number of Auditor Turnovers</td>
<td>if if AU ,. AUt_1, then 1, else 0</td>
<td>Feroz at al. [30], Perols et al. [51]</td>
</tr>
<tr>
<td>% change in Sales</td>
<td>(SALE _ SALEt_1)/SALEt_1</td>
<td>Cechini et al. [17]</td>
</tr>
<tr>
<td>% change in Sales to Assets</td>
<td>(SALE/AT _ SALEt_1/ATt_1)/(SALEt_1/ATt_1)</td>
<td>Cechini et al. [17]</td>
</tr>
<tr>
<td>Return On Assets</td>
<td>NI/AT</td>
<td>Cechini et al. [17]</td>
</tr>
<tr>
<td>Return On Equity</td>
<td>NI/CEQ</td>
<td>Cechini et al. [17]</td>
</tr>
<tr>
<td>Return On Sales</td>
<td>NI/SALE</td>
<td>Cechini et al. [17]</td>
</tr>
<tr>
<td>Liabilities to Interest Expenses</td>
<td>LT/XINT</td>
<td>Cechini et al. [17]</td>
</tr>
<tr>
<td>Assets to Liabilities</td>
<td>AT/LT</td>
<td>Cechini et al. [17]</td>
</tr>
</tbody>
</table>
in the following way:

1) The financial ratios in the data warehouse is subjected to the rules engine which consists of the financial reporting fraud rule set; and

2) The filter and priority module sets the priority for the data and then sends it to the genetic algorithm which performs its functions and generates output.

### 3.2 Variables and Research Model

The dependent variable of this study was fraud in financial reporting that has qualitative nature and nominal scale. In order to measure this variable, fraudulent companies get 1 and non-fraudulent companies get 0. Since there is no defined theoretical framework in financial reporting to detect and categorize economic entities as fraudulent and non-fraudulent, the employed criteria to categorize companies as fraudulent companies, like many available studies, are as follows:

- Unacceptable auditing statement
- Tax disputes with the tax area according to the statement of income tax saving and tax filing and audit report clause
- Significant severance package adjustments and financial restatements.

These criteria were selected because about the first criterion, significant fraud can lead to unacceptable statement and about the second criterion, tax dispute is mainly resulted from false interpretation of tax regulations and false employment of the clauses and in some case, delay in tax detection and liquidity maintenance are not acceptable. About the third criterion, manipulation of accruals, especially profit and loss in severance package, causes representation of financial statements and fraud in financial statements. The independent variables in this study are experimental evidences in this context. For this purpose, previous studies on fraud detection in financial reporting were studied accurately. Studies such as Green and Choi [34], Beneish [13], Summers and Sweeney [59], Fanning and Cogger [28], Lee et al. [41], Feroz et al. [30], Bell and Carcello [10], Lin et al. [43], Kaminski et al. [38], Chen and Storey [18], Perols and Loungee [51], Cecchini et al. [17], Dechow et al. [23], Perols [51], and Perols et al. [52] presented indexes of fraud in fraudulent financial reporting. The first investigation provided us with 22 financial and non-financial variables that information related to their estimation in Iran was not available and these ratios are indicated in Table 3.

### Table 4: Descriptive Statistics for Fraud Predictor Variables

<table>
<thead>
<tr>
<th>Symbol</th>
<th>p-value</th>
<th>t-test</th>
<th>Standard</th>
<th>Mean</th>
<th>Standard</th>
<th>Mean</th>
<th>variables</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>0.000</td>
<td>-9/686</td>
<td>0.128</td>
<td>0.241</td>
<td>0.165</td>
<td>-0.187</td>
<td>SALE/EMP</td>
<td></td>
</tr>
<tr>
<td>X2</td>
<td>0.000</td>
<td>-9/625</td>
<td>0.174</td>
<td>0.152</td>
<td>0.925</td>
<td>-1.163</td>
<td>RECT/SALE</td>
<td></td>
</tr>
<tr>
<td>X3</td>
<td>0.000</td>
<td>-7/443</td>
<td>0.223</td>
<td>0.049</td>
<td>0.661</td>
<td>-1.970</td>
<td>LT/SEQ</td>
<td></td>
</tr>
<tr>
<td>X4</td>
<td>0.000</td>
<td>-3/830</td>
<td>0.470</td>
<td>1.205</td>
<td>0.255</td>
<td>-0.354</td>
<td>INVT/SALE</td>
<td></td>
</tr>
<tr>
<td>X5</td>
<td>0.000</td>
<td>-7/471</td>
<td>0.298</td>
<td>0.437</td>
<td>0.405</td>
<td>-0.425</td>
<td>SALE/TA</td>
<td></td>
</tr>
<tr>
<td>X6</td>
<td>0.000</td>
<td>-4/935</td>
<td>0.468</td>
<td>1.155</td>
<td>0.374</td>
<td>0.615</td>
<td>NI/CEQ</td>
<td></td>
</tr>
<tr>
<td>X7</td>
<td>0.000</td>
<td>-7/316</td>
<td>0.345</td>
<td>0.448</td>
<td>0.433</td>
<td>-0.501</td>
<td>NI/SALE</td>
<td></td>
</tr>
<tr>
<td>X8</td>
<td>0.000</td>
<td>8/924</td>
<td>0.215</td>
<td>0.602</td>
<td>0.273</td>
<td>1.313</td>
<td>LT/XINT</td>
<td></td>
</tr>
<tr>
<td>X9</td>
<td>0.000</td>
<td>-8/040</td>
<td>1.375</td>
<td>13.525</td>
<td>1.316</td>
<td>10.678</td>
<td>AT/LT</td>
<td></td>
</tr>
</tbody>
</table>
From the 21 initial variables, using t-test, variables that their means in two groups were significant at an error level of 1% were selected as independent variables. These variables included SALE/EMP, RECT/Sale, LT/CEQ, INV/SALE, SALE/TA, NI/CEQ, NI/SALE, LT/XINT, and AT/LT. In Table 4, mean and standard deviation of the selected variables and significance test are shown for two research groups. As can be seen, all variables are significant at a level of 99%. Therefore, it can be said that a significant difference exists between two groups of the study.

### 3.2 Building Fraud Prediction Model using Genetic Algorithm

Using MATLAB version 2016, at the beginning of model building and in determining the initial parameters, 9 variables, 5 rules, 100 chromosomes for the initial population of the study, and 330 independent variables were determined. In this study, the designed algorithm coding was string algorithm and the potential answers are expressed as string and non-binary. In the next stage, to create the initial population, the sample including 300 years/companies was added to the software as the input. After creating the initial population, appropriateness of the answers with the competency function was assessed. For this purpose, the more appropriate answer, the higher competency. Therefore, the chromosome that is more competent participates in the next generation with a higher likelihood and more sequences are created and inappropriate chromosomes are removed. After creating the initial population, the competency function is estimated for the population. Then, the median is estimated. The chromosomes that their competency functions are less than the median will be removed as inappropriate answers and from the removed population, other answers are created by genetic operators and the previous stages are repeated. In this stage, chromosomes are selected for combination and creating the next generation. In this model, roulette wheel has been used to select chromosomes. After selecting the chromosomes, to create the next generations, a random number between 1 and 5 (number of rules) is created. By the resulted number, the location of two new chromosomes is created. Since only one point has been considered for integration, the integration type in this model is single-point or single-location. The final integration rate of this model is 0.7. The next stage is mutation operator. This operator causes movement in search space and storage of lost information. The mutation rate in this model is 0.07. The last stage before running the algorithm is characterization of algorithm stopping condition. In the designed model in this study, algorithm stopping occurs with one of two following events: 1. The best chromosomes are not transformed after running algorithm for 25 times; 2. Algorithms are repeated for 500 times.

### 4 Analysis and Findings

#### 4.1 Running the Genetic Algorithm Model

After running the algorithm for 135 times, the obtained chromosome by the model was not transformed. In other words, the first stopping condition occurred. The obtained chromosome in this stage is as follows:

\[
X_2 < rac{1}{12}, \quad X_4 < rac{0}{983}, \quad X_5 < rac{0}{135}, \quad X_7 < rac{0}{485}, \quad X_9 < rac{12}{189}
\]

The resulted answer in this stage is fraud prediction model in financial reporting. Therefore, if we have \(X_2<1/12, X_4<0/983, X_5<0/135, X_7<0/485, X_9<12/189\), the company is fraudulent; otherwise, the company is non-fraudulent.

#### 4.1 Testing the Discriminating Power of Genetic Algorithm Model

The results of testing the model using data related to model estimation are presented in Table 5. As can be seen, of 165 fraudulent companies, this model has categorized 147 companies in this group
correctly and only 18 companies are categorized into non-fraudulent companies group. Also, of 165 non-fraudulent companies, 155 companies are categorized correctly and only 10 companies are categorized into fraudulent companies group. The results state that the model has categorized 89% of the fraudulent group and 94% of the non-fraudulent group correctly. Therefore, the first-type error (error in failure to detect fraudulent companies) was 11% and the second-type error (error in identifying non-fraudulent companies) was 6%. The general results of the model state that almost 91.5% of the whole sample is categorized correctly.

Table 5: Detection accuracy of classification model

<table>
<thead>
<tr>
<th></th>
<th>Fraudulent Firms</th>
<th>Non-Fraudulent Firms</th>
<th>Overall accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fraudulent Firms</td>
<td>147</td>
<td>18</td>
<td>89</td>
</tr>
<tr>
<td>Non-Fraudulent Firms</td>
<td>10</td>
<td>155</td>
<td>94</td>
</tr>
<tr>
<td>Total accuracy</td>
<td></td>
<td></td>
<td>91.5</td>
</tr>
</tbody>
</table>

The results indicate that the model has high discriminating power to differentiate fraudulent companies from non-fraudulent companies. Therefore, model presentation can be used.

5 Discussion and Conclusion

Fraud prediction in financial reporting is one of the important discussions in financial and audit fields, because with a correct understanding and prediction of fraud likelihood and employment of necessary measures, the heavy costs can be prevented. The main objective of this study was to present a reliable model to detect fraud in financial reporting in companies listed on TSE. For this purpose, 21 variables were studied as the predictors of fraudulent financial reporting. This study uses 50/50 distribution of fraudulent and non-fraudulent firms may not reflect the real world distribution of fraudulent firms. This one-to-one matched dataset of firms can exert both positive and negative influences on the classification performance and results. However, with a one-to-one matched sample, the genetic algorithm can learn to generalize pattern of fraud from balanced mix of examples, without bias toward any one particular class, such as non-fraudulent firms. This condition may improve the ability of the model to evolve fuzzy rule based classifiers that accurately discriminate the fraudulent firms from the non-fraudulent firms. After comparing the mean values of these variables, 9 variables including SALE/EMP, RECT/SALE, LT/CEQ, INVT/SALE, SALE/TA, NI/CEQ, NI/SALE, LT/XINT, and AT/LT were selected as potential indexes of fraudulent financial reporting. After running the genetic algorithm, 5 variables of RECT/SALE, INVT/SALE, SALE/TA, NI/SALE, and AT/LT were selected as the final indexes of fraudulent financial reporting.

Generally, it can be said that these 5 variables can discover fraudulent companies, but since fraudulent financial reporting is influenced by many factors other than financial ratios, by adding other factors, it is possible to increase percentage and ability of prediction. Also, the deceptive appearance of fraudulent financial reporting makes the simulation of fraudulent data complicated and causes many problems in creating fraud detection models in financial reporting. The results indicate that the presented model has a prediction ability of 91.5%. We conclude that genetic algorithm is a successful technique for detecting discriminatory patterns in challenging domains characterized by high dimensionality and pervasive missing value. The pattern generated by this study is easily translated to domain-appropriate
language and, therefore, easily understood by users. Furthermore, the pattern is capable of identifying potentially fraudulent behavior despite occasional missing value, and provide low false-positive rates, making them practical for use by any groups. Regulatory bodies and external auditors can consider the proposed method in this study for assessing the fraud risk for a firm or other legal party. We believe that future studies should take into account the fact that fraudsters will change their tactics to hide fraud. Future researches can be extended by improving the methodology to incorporate more non-financial indicators that is germane to the domain of fraud detection. Furthermore, the methodology can be combined with extant study from other domains to predict different phenomena in real world, such as bankruptcy, abnormal returns, credit card fraud, etc. According to the findings of the study, the suggestions are as follows:

1. Investors are recommended to use this model to assess Iranian companies and decide on their stock trading.
2. Creditors, banks, and other financing institutions are recommended to use this model to assess risks as one of the risk assessment indexes to grant facilities.
3. The Stock Exchange should use this model to list companies and assess them and provide the capital market activists with the results.
4. The audits are recommended to use the presented model before accepting the work and commenting on the company’s financial statements.
5. Universities and research institutes and researchers, according to the findings of this study that has focused on fraud detection in financial reporting, can rely on the presented model in future studies and development of scientific theories.
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