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ABSTRACT 

The most common starting point for investors when buying a stock is to look at 

the trend of price changes. In recent years, different models have been used to 

predict stock prices by researchers, and since artificial intelligence techniques, 

including neural networks, genetic algorithms and fuzzy logic, have achieved suc-

cessful results in solving complex problems; in this regard, more exploitation Are. 

In this research, the prediction of stock prices of companies accepted in the Teh-

ran Stock Exchange using artificial intelligence algorithm (non-sensory-paramet-

ric support vector regression algorithm in linear and nonlinear mode) has been 

investigated. The results of the research show that the PINSVR algorithm in non-

linear mode has been able to predict the stock price over the years, rather than 

linear mode. 

 

 

1 Introduction 

Stock price prediction is one of the most important tools for investing. It requires obtaining 

the right information from the stock market, changes in stock prices, and factors affecting it. The 

identification of influential factors and their impact on the stock market by experts requires strong 

technical knowledge and analysis that is not easily possible. Therefore, stock price prediction is 

a process over time (time series) due to the lack of knowledge of all factors and the extent to 

which they are affected by traditional methods with error, so stock price prediction is an im-

portant factor in which the investor There is a need for powerful and reliable tools to predict 

stock prices. Since the stock market has a non-linear and chaotic system that is influenced by the 

political, economic, and behavioral conditions of investors, there are so many ways to advance 

Nose price has been used [24]. 

Stock price prediction is considered as one of the most challenging time series forecasting 

applications, although many empirical research deals with issues of stock price prediction, but 

the most empirical findings have been attributed to the development of financial markets. Stock 

price prediction as a challenging issue is the process of predicting time series, because the stock 

market is dynamically, nonlinear, complex, nonparametric and disorderly. In addition, stock 

prices are affected by a large number of macroeconomic factors, such as political events, inflation 

rates, general economic conditions, investor expectations and behavior, as well as financial var-

iables such as transaction volumes, E / P ratios, and ... on stock prices of each Companies have 

a lot of influence and, in fact, direct the behavior of investors. Neural networks are more suitable 
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for solving complex and nonlinear problems than timelines, although they have their own prob-

lems; for example, they are limited in learning because the stock price data has a significant 

difference and complex dimensions, and therefore It is very difficult to predict the price of a 

stock of labor[15]. 

Financial markets have an important role in the economy of every country and are effective factors 

in economic growth. The stock market is also one of these markets, which leads funds toward invest-

ment opportunities affect a large part of the economy in the world and cause a great deal of concern for 

the governments [21].The achievement of long-term and continuous economic growth requires the 

equipping and optimal allocation of resources at the national economy level, and this is not easily pos-

sible without the help of financial markets, especially the extensive and efficient capital market. Invest-

ing in stocks listed on the stock exchange is one of the lucrative options in the capital market. However, 

the evaluation and forecasting of stocks or any other securities requires a historic trend and specialist 

expertise. Different theories have been proposed regarding the valuation and prediction of stock prices 

in organized markets. In the early 20th century, a group of experienced experts in valuing securities 

believed firmly that it was possible to provide an image for predicting future stock prices by studying 

and analyzing the historical trend of stock price changes. More scientific studies, focusing on the precise 

identification of stock price behavior, have led to a tendency toward stock price valuation models. At 

first, the theory of random steps was introduced as a starting point in determining the behavior of stock 

prices. Then, attention was paid to the characteristics and structure of the capital market, which resulted 

in these studies and studies leading to an efficient capital market hypothesis. This hypothesis was con-

sidered by the scientific gatherings due to its specific composition. In the efficient capital market, stock 

prices are believed to reflect the current information about that share, and stock price changes do not 

have a specific and predictable pattern. Stock price prediction has always been a challenging issue for 

researchers [7].The arguments raised until the 1980s clearly determined the behavior of stock prices in 

the market until the New York Stock Exchange developments in 1987, questioned the validity of the 

market capitalization assumptions and models such as the randomness of prices. In the 1990s and be-

yond, more attention was paid by experts to a turbulent behavior along with discipline and attempts to 

design nonlinear models in order to predict stock prices were of increasing importance [17].  

 

 
2 Theoretical Foundations and Research Background 

Stock price prediction is not an easy task because many market agents interfere in its determination, 

all of which can not be simply explained in the technical analysis (only historical data relating to the 

movement of prices and stock volumes to predict the future price movement of the study (Tehrani and 

Abbasi, 2008). Therefore, it has been proved that the use of more sophisticated computing tools and 

algorithms, such as artificial neural networks, of modeling nonlinear processes that result in the price 

and trend of stocks, the responses They are better off than statistical methods [20]. 

In a general classification, all of these methods can be found in one of the groups: fundamental 

analysis, technical analysis, time series prediction, and machine learning methods. The funda-

mental analysis attempts to predict stock prices by examining the company's data and the  market 

in which it operates. Technical analysis believes that the past always repeats itself, then identifies 

the patterns in the past data to predict the future. In prediction through time series, through the 
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identification of relationships between independent variables and dependent on future predic-

tions. Machine learning methods try to use a series of special algorithms to discover hidden pat-

terns between data. If the number of independent and dependent variables is high and there is no 

linear relationship between them, this method is the best option for prediction. In order to imple-

ment machine learning techniques, several methods such as artificial neural network, decision 

tree, clustering and classification Available (Modagachi et al., 2015). Therefore, it has been 

proved that using more sophisticated computing tools and algorithms, such as artificial neural 

networks, to model nonlinear processes that result in price and trend of stocks, provide better 

responses to statistical methods [20]. 

The use of intelligent techniques such as artificial neural networks, genetic algorithms, evolu-

tionary strategy algorithm, particle pool optimization algorithm, rice paddy rice algorithm, ant 

colony optimization, honey bee colony and Golestan firefighting algorithm, predict these systems 

based on Experiences are considered as a series of times of this variable, which gives rise to the 

effective factors and relationships in the formation of a variable in its own values, so that its 

predecessor variables can be used as the most important source for explaining the changes and 

only predicts By studying the trends of these changes Cup Bayat and Beriberi  [5]. 

The existence of sufficient market information and its timely and quick reflection on the price of 

securities is closely related to market efficiency. In the efficient market, information that is being dis-

tributed on the market quickly impacts prices. In such a market, the price of securities is close to its 

intrinsic value. In other words, the important feature of the efficient market is that the market price is a 

good indicator of the true value of the securities; therefore, the market is an efficient market, in which 

the price of securities, such as the price of ordinary shares, reflects all the information available on the 

market. The efficient market should be sensitive to new information.  Influence of information on prices 

is the core of the market. This means that, as new information becomes available, immediate responses 

will arise, and thus prices will change. In the financial literature, research on how stock prices react to 

market-based information and company specific information has become so important. In addition to 

the "direction" and "the rate of stock price change," another dimension in the market efficiency hypoth-

esis has been formed that is the price adjustment rate to the reflection of new information [28]. The 

ideas posed by the 1980s were a good determinant of stock market behavior until New York Stock 

Exchange developments in 1987 seriously questioned the validity of capital market assumptions. In the 

1990s and beyond, more attention was paid by specialists to a poignant behavior accompanied by dis-

cipline, and attempts were made to design nonlinear models to predict stock prices. Many recent studies 

have shown that the stock market is in fact a nonlinear and chaotic system which is dependent on polit-

ical, economic, and psychological factors [9]. In order to overcome the limitations of traditional analysis 

techniques in predicting nonlinear patterns, in the past two decades, experts have been using intelligent 

techniques, especially artificial neural networks and genetic algorithms, to improve Stock price fore-

cast[26].How the investors react to the received information plays a crucial role in deter-mining  the  

return  of  stock  exchange  market.  Supply  and  demand  based  upon incorrect decisions lead to the 

price deviation of inherent values[13-14].Stock market is affected by news andinformation. If the stock 

market is not effi-cient,  the  reaction  of  stock  price  to  news  and  information  will  place  the  stock 

market in overreaction and under-reaction states[23].Using statistical tests and reviewing trends and 
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relationships between the variables, planning can be done to invest in it and its performance or ineffi-

ciency can be tested[1]. 

 

 

In Iran, the development of the Tehran Stock Exchange has been set up with the aim of mobilizing 

and equipping private savings toward generation and attraction of investors' public participation. One 

of the important issues in the stock market is stock prices as a signal in directing the volume of liquidity 

and effective allocation of capital that, if matched to the inherent value of the stock, becomes a powerful 

tool in the efficient allocation of resources, the changes in the price of stockis related to the systematic 

changes in the company's fundamental values and the investor's irrational behavior has no effect on 

stock returns[25].Taghizadeh and Nazemi are analyzing the stock price network in the period of 

1391-1390. Based on the type of data collected and analyzed, research is a bit of network analysis. 

The research findings indicate that at the levels of correlation of 75% and 80% Iranian drug 

companies and pharmaceutical companies produce the drug with the highest degree of the role 

of the center of the network of solidarity stock prices and at 95%, Iran Pharmaceuticals are the 

only pharmaceutical companies to produce pharmaceuticals and Drug Razak is  associated with 

pharmaceutical investment, and the rest of the companies are isolated at this level. In fact, the 

results of the review of the stock price network at the correlated levels (from 75% to 95%) indi-

cate that the network in question does not have high density and concentration and increases with 

the increase of the grid parity correlation, increasing the disturbance of concern. For investors 

looking to reduce their portfolio risk, the growth of disorder increases the risk of their invest-

ment.Lakshmi et al in their article titled, "A new statistic for measuring the level of dependence toward 

the fluctuation of the stock price," in India, examined four indicators, including NIFTY, S & P500, 

FTSE100 and DAX, during the sample period from January 1996 to March 2015, and  they showed that 

stock fluctuations are predictive of daily data[16]. Pakraei predicted the movement of stock move-

ments using XCS-based genetic algorithm and reinforcement learning. In this research, a model 

is presented that uses XCS to predict the future stock market trend of one of the active companies 

in the Tehran Stock Exchange based on historical data and the use of various technical pr ofiles. 

Then, the prediction accuracy of the proposed model is compared with that of stroke model. The 

results indicate that the proposed model has a higher predictive accuracy compared to the stroke 

model[22]..Ashraf et al in an examination of the comparative evidence of the relationship between 

stock prices and the value of accounting information based on IFRS in Germany and the United King-

dom, stated that there was a long-term relationship between accounting variables and stock price 

changes in countries with common laws such as in the United Kingdom[3].Fakhary and RezaeiPithe-

nei analyzed the impact of the audit committee on the company's information environment. The 

company's information environment was measured by the variables of the company's size, insti-

tutional ownership, company growth opportunities, company life cycle, bid price range, share-

holder , Profit prediction error, frequency of stock turnover, non-cash maturity and stock return 

volatility as a comprehensive index, and the impact of the audit committee on the corporate in-

formation environment over a period of 4 years before and after the approval of the internal 

control instructions In 2012, it was tested during the years 2008 to 1394. The results of a survey 

https://www.researchgate.net/scientific-contributions/2030156173_Maheswaran_S
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of 41 companies that formed the Audit Committee after approval of the Internal Control Instruc-

tions in 1391, through panelized data, indicate that there is a positive and significant relationship 

between the existence of the audit committee and the company's information environment . More-

over, with the establishment of the audit committee in companies, their information environment 

became clearer and the index increased[11].Bartov et al investigated the behavior of investors in 

dealing with the reflection of profitability of unexpected items in the form of profit and loss statement. 

They showed that investors showed a reaction to disclosure of profit and loss of unexpected items. 

Therefore, the disclosure of unexpected items in the context of profit and loss statement is directly 

related to the price of the stock. Their findings are consistent with the behavioral stability hypothesis[8]. 

Islami et al studied the effect of internal factors on changes in stock prices of investment companies 

listed in Tehran Stock Exchange. The statistical population of the study includes all investment compa-

nies in the financial intermediation industry and related activities during the period of 2008 to 2014. 

The three variables of earnings per share, cash dividends per share, and the ratio of price to earnings, 

the liquidity ratio affect supply and demand, and ultimately stock prices more than other factors[12]. 

According to the mentioned theoretical principles and the aim of the research, the following hypoth-

eses are developed. 

1)Artificial intelligence algorithm Non-parallel non-parallelnon-parallel support vector re-

gression in nonlinear mode has the higher ability to predict this year's stock price than linear 

mode. 

2) Artificial intelligence algorithm Nonlinear non-parallel non-sensory-parametric non-parallel 

vector support regression has the ability to predict future stock prices in  a linear fashion. 

3) Artificial intelligence algorithm. Non-parallel non-parasitic-parametric non-paramterical sup-

port regression. Non-parallel non-parallel nonparallel support vector regression in nonlinear state 

has higher ability to predict stock prices for the next two years than linear mode. 

 

3 Research methodology 

In today's world, there are many issues that can be addressed by algorithms and appropriate solu-

tionsforthem.One of the applications of algorithms in industry and commerce is that it is necessary to 

allocate rare resources with the most advantageous method, so that with limited resources we can 

achieve maximum and minimum profits. 

3.1 Population and statistical sample of research 

This research is applied based on the purpose and in terms of the type, is a field-library study using 

historical information as an after-event (using past information). The statistical population of this re-

search includes all companies accepted in Tehran stock exchange which have the following conditions. 

1-During the course of study, there should be no change in the financial period. 

2- They should not be one of investment companies, financial intermediaries, banks, insurance and 

leasing. 

3. Their considered data be available. 
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Finally, due to the limitations mentioned. 1170 year-company has been selected as a statistical pop-

ulation between 2011 and 2016, which, considering the availability of information, all companies have 

been considered as the statistical sample. 

 

3-2. Research variables 

Financial ratios are considered to be useful tools in accounting for financial statements of 

companies, which, by presenting the ratio of some important accounting items, obtain an under-

standing of important assets in the period between the results of operations and the financial 

position of a company. 

A variable is a concept that is assigned more than two or more values or numbers. In other 

words, the variable refers to features that can be viewed or measured. And replaced two or more 

values or numbers . 

Table 1:The variables used in this research . 

Operational definition 

Return on Assets Net profit margin 

Earnings Per Share Return on Equity 

Immediate ratio Current ratio 

Financial leverage Ratio of working capital  

Inventory turnover ratio Debt to equity ratio 

Asset Turnover Ratio Fixed asset turnover ratio 

Ratio of market value to book value of assets Turnover of Receivable Accounts  

Return on Equity Systematic Risk  

Conditional conservatism Unconditional conservatism 

Operating cash ratio Cash / asset ratio  

Ratio of Current Debt to Equity Ratio of Current Assets  

Size of the company Long-term debt ratio  

Tax avoidance Dividend Profit Ratio  

 The price / profit ratio  

The dependent variable 

Stock price information of the companies at the end of 

the fiscal year 

Stock price  

2011- 2016 (6-year period) Research period  

Two-stage approach, 1- Variable selection test 2- 

Stock price forecast 

Research design 

 

 

4 Variable Selection 

Feature Selection Method Based on Lars's Algorithm 

Suppose we have sets of variables n+1 that are set up yxxx n,,...,, 21 . In the approximation of function 

18 (regression 19), we seek a function (or model) that approximates the value of the dependent variable 

y as a linear function of njxj ,...,1, =  the independent variable. Vector t
n

n xxxRx ),...,,( 21=  is 

a vector of independent variables. The goal is to find f  as to have  )(xfy=  . Suppose we know 



 
Stock price analysis using machine learning method 

 

 
 

   

  
Vol. xx, Issue xx, (20xx) 

 
Advances in mathematical finance and applications[8] 

 

that  )(xf  belongs to linear models, that is,    
=

+=+=
n

j
jj pxpxxf

1

.,.,)(    in which  

.,.    is the internal multiplication of two vectors and P is a constant sentence. It can also be written 

that   pxxf t += )(     that  
nR    and   P   describe the function  )(xf  . Let's consider without 

loss of generality. The model we are looking for. Let's suppose that we have the pair of company-year 

samples are many as follows: 

  

mm

n

yX

yX

yXxxx





=


22

11121 ),...,,(

 

 

We want to find    so that   yXyXi i
t
i ==  . If we want to represent matrices,      is the 

solution of   yX = . In this method, as well as the method of selecting an expanding feature, first we 

set all the coefficients Bj to zero and select the independent variable that has the most correlation with 

the dependent variable ( 
1jx ). Then, we take the maximum length of a step that can be taken in the 

direction of this variable, as long as there is another variable such as  
2jx  with the same correlation as 

with the current remainder. Instead of continuing in the direction of 
1jx , Lars continues, in a direction 

that has an angle with both variables, as long as the third variable 
3jx  enters the "maximum correlation 

set". Then, we continue in the direction of the same angle of the three variables 
1jx                , 

2jx

and  
3jx which is called Least Angle Direction. This problem is shown in Figures 2 and 3. 

 
Figure 1: Equal angle between two variables 

 

 
 

Figure 2: The geometric routine of the LARS algorithm 

 

Efron, B., et al (2004)studied Least Angle Regression(LARS)The advantages of this algorithm are 1) 
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we need only M steps that M is the number of independent variable,2) Selecting a new variable depend-
ent on the previous selected set of variables. The second advantage is the key advantage of this algo-
rithm that leads to select independent variables dependent on each other[10]. 
Let's now summarize the LARS algorithm with respect to the correlation r1 between x and Y, and Rx 

correlation matrices of the variables is summarized as follows: 

 
   

 

AjAAj
c

AAAAA

XAAAAAAAA

mAA

mmmmj

A

wrDaAjforand

DRDawCalculate

RRsdiagDwhereDRDaCalculate

sssmAA

rsrrsignsrm

sA

)(:

1)(

),(1)(1.4

,.3

,,maxarg.2

,.1

1

2
1

1

=

=

===



===

==

−

−−



 

  

Which  
jAr  is a vector of correlation between  

jX   and active variables. (Note: When there is only one 

active variable:) 
jmj rawa === ,1,1  
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If m is the index of arg min, we have Y=Ym. 
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Repeat 3,4,5 steps 

 

 

 
Table 2: Selected independent variables with weight (significance). 

 

Weight Selected independent variables  

5.277 Earnings per share X1 

3.953 P to e ratio X2 

130.347 size of the company X3 

8.331 Inventory turnover ratio X4 

2.485 Stock returns X5 

 

After selecting the independent variables of the problem, these independent variables were given to 

construct the model to the particle and chaud motion algorithm. Subsequently, these algorithms were 

investigated. 
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Mass particle swarm optimization algorithm 

The PSO is of optimization algorithms that operate on the basis of random primary population genera-

tion. This algorithm is based on the simulation of the behavior of massive (group) bird flying or collec-

tive movement (grouping) of fish. Each member in this group is defined by the vector of the velocity 

and position vector in the search space. In each time repetition, the new particle position is defined 

according to the vector of velocity and position vector in the search space. At each time interval, the 

new particle position is updated according to the current velocity vector, the best position found by that 

particle, and the best position found by the best particle in the group. This algorithm was initially de-

fined for continuous parameters, but given the fact that in some applications we deal with discrete pa-

rameters, this algorithm is also expanded in a discrete state. The particle swarm optimization algorithm 

is introduced in an enhanced binary state with (BPSO). 

Early definitions of the PSO algorithm 

Suppose we have a d-dimensional search space. ith particle in this d-dimensional space is described 

with the position vector Xi as follows: 

  

(1) 1 2 3
( , , ,..., )

di i i i iX x x x x=
 

The vector of velocity of ith particle is also determined by the vector Vi as follows: 

  

(2) 1 2 3
( , , ,..., )

di i i i iV v v v v=
 

 

We define the best position ith particle have found with P(i.best): 

  

(3) 1 2 3. ( , , ,..., )
di best i i i iP p p p p=

 

 

The best position that the best particle has found in the whole particle is defined by P g.best as follows: 

  

(4) 1 2 3. ( , , ,..., )
dg best g g g gP p p p p=

 

 

 We use the following for updating the location of each particle: 

 

1 1 . 2 2 .( ) ( 1) ( ( 1)) (

( 1))

( 1) ( )

i i i best i gbest

i

i i i

V t w V t c rand P X t c rand P

X t

X X t V t

=  − +  − − +  −

−

= − +
 

(5) 

 

Where w is the inertial mass index (motion in the same path), which indicates the effect of the velocity 

vector in the previous repetition on the velocity vector in the current repetition (Vi (t+1)). C1 is the 

constant coefficient of training (moving in the direction of the best value of the particle being exam-

ined), c2 is the constant coefficient of training (motion on the path of the best found particle in the total 

population), rand_1 and rand_2 are two random numbers with uniform distribution in the interval 0 to 

1, Vi(t-1) is the velocity vector in the repetition (t-1)th, Xi(t-1) is the position vector in the repetition (t-

1). To avoid excessive increase in the velocity of a particle moving from one location to another (the 
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velocity divergence), we limit the velocity changes to the range V_min to V_max; min maxV V V   the 

upper and lower limit is determined by the type of problem. 

 

 

 

Non-Paradox Non Parallel Support Vector Regression (PINSVR) 

In this section, the PINSVR model is provided. The purpose of the PINSVR is to evaluate the regres-

sion model through the automaticmatching of the non-sensory-parametric area of an arbitrary shape 

with the minimum size, which includes the data to store the data size and border information with a 

higher accuracy (Alpadina, 2014). 

 

 

LinePINSVR 

Suppose that the set of observations (company-year) is N together with the input vector (independent 

variables) x, all of which are years represented by an X matrix, so that the nth row is represented by 

x_xT  and represents the independent variables of the company n And n = 1,2, ..., N, and y denotes the 

dependent variable, the stock price. The PINSVR algorithm seeks to find non-parallel proximal linear 

functions off1(x) andf2(x) simultaneously, as well as two non-parallel linear proximal linear func-

tionsg1(x)andg2(x)). These functions are shown below. 

𝑓1(𝑥) = 𝑤1
𝑇𝑥 + 𝑏1 و 𝑓2(𝑥) = 𝑤2

𝑇𝑥 + 𝑏2 (1 ) 

𝑔1(𝑥) = 𝑤3
𝑇𝑥 + 𝑏3 و 𝑔2(𝑥) = 𝑤4

𝑇𝑥 + 𝑏4 
 

(2 ) 

 

Where g𝑔1(𝑥) ≥ 0 and𝑔2(𝑥) ≥ 0. The two non-sensory-damaging functions of the arbitrary 22 are 

defined as follows: 

𝐿𝑔1(𝑥, 𝑦, 𝑓1) = ∑ 𝑚𝑎𝑥{0, −(𝑦𝑖 − 𝑓1(𝑥𝑖) + 𝑔1(𝑥𝑖))}

𝑚

𝑖=1

 

𝐿𝑔2(𝑥, 𝑦, 𝑓2) = ∑ 𝑚𝑎𝑥{0, −(𝑓2(𝑥𝑖)−𝑦𝑖 + 𝑔2(𝑥𝑖))}

𝑚

𝑖=1

 

Therefore, the experimental risk in this algorithm is defined as follows: 

𝑅𝑒𝑚𝑝
𝑔1 [𝑓1] = ∑ 𝑚𝑎𝑥

𝑚

𝑖=1

{0, (𝑦𝑖 − 𝑓1(𝑥𝑖))
2

} + 𝑐1 ∑ 𝑚𝑎𝑥{0, −(𝑦𝑖 − 𝑓1(𝑥𝑖) + 𝑔1(𝑥𝑖))}

𝑚

𝑖=1

 (3 

𝑅𝑒𝑚𝑝
𝑔2 [𝑓2] = ∑ 𝑚𝑎𝑥

𝑚

𝑖=1

{0, (𝑓2(𝑥𝑖) − 𝑦𝑖)2} + 𝑐2 ∑ 𝑚𝑎𝑥{0, −(𝑓2(𝑥𝑖) − 𝑦𝑖 + 𝑔2(𝑥𝑖))}

𝑚

𝑖=1

 (4 ) 

Wherec1 > 0 and c2 > 0 are its parameters. Primary optimization problems for PINSVR are defined 

as follows: 
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𝑚𝑖𝑛
𝑤1,𝑤3,𝑏1,𝑏3,𝜉

1

2
𝑐3(𝑤1

𝑇𝑤1 + 𝑏1
2 + 𝑤3

𝑇𝑤3 + 𝑏3
2) +

1

2
𝜉∗𝑇

𝜉∗ + 𝑐1𝑒𝑇𝜉 

𝑠. 𝑡. {

𝑌 − (𝐴𝑤1 + 𝑒𝑏1) = 𝜉∗

𝐴𝑤3 + 𝑒𝑏3 ≥ 0

𝑌 − (𝐴𝑤1 + 𝑒𝑏1) ≥ −(𝐴𝑤3 + 𝑒𝑏3) − 𝜉, 𝜉 ≥ 0
 

 

(5 ) 

𝑚𝑖𝑛
𝑤2,𝑤4,𝑏2,𝑏4,𝜂

1

2
𝑐4(𝑤2

𝑇𝑤2 + 𝑏2
2 + 𝑤4

𝑇𝑤4 + 𝑏4
2) +

1

2
𝜂∗𝑇

𝜂∗ + 𝑐2𝑒𝑇𝜂 

𝑠. 𝑡. {

(𝐴𝑤2 + 𝑒𝑏2) − 𝑌 = 𝜂∗

𝐴𝑤4 + 𝑒𝑏4 ≥ 0
(𝐴𝑤2 + 𝑒𝑏2) − 𝑌 ≥ −(𝐴𝑤4 + 𝑒𝑏4) − 𝜂, 𝜂 ≥ 0

 

 

(6 ) 

 
 
 

Where c_1, c_2, c_3 and c_4 are input parameters of the problem. Now geometric explanation of the 

optimization problem, a simple two-dimensional example of the implementation of the PINSVR algo-

rithm to the loss function is shown in Fig. 3. The first term in the objective function (5) is to minimize 

the expression 
1

2
c3 (w1

Tw12
1

2
c3(w1

Tw1 + b1
2) + b1

2 + w3
Tw3 + b3

2) that controls the complexity of the 

modelf1(x) and g1(x)In other words, f1(x)adheres to the data as much as possible, and g_1  is the 

downstream recorder of the data structure. In addition, the structural risk in relation (5) is minimized 

due to my setting of 2
1

2
c3(w1

Tw1 + b1
2)). The second term in the objective function (5) according to 

Y − (Aw1 + eb1) = ξ∗ denotes the squares squared error function error 24 between the value of the 

decision function f1(x) = w1
Tx + b1and the dependent variable for the sample X is the label labeled 

with Y; therefore, minimizing this term means a better approximation of the dependent variable by the 

PINSVR. The first implies that the value ofg1(x) ≥ 0. The goal of the second unequal constraint of the 

objective function (23-3) is that the two functions f1(x) and g1(x) are at a minimal distance, so that the 

tutorials must be greater than f1(x), at least g1(x). The auxiliary vector is to measure the error ξ5

whenever the samples reject the line g (x). The third term of the objective function minimizes the sum 

of theξ variables, that is, the algorithm tries to keep the samples from the line g1(x)as far as possible 

and all sides of this line. For the optimization problem (6), there is a similar explanation. 
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Figure 3: Two-dimensional geometric interpretation and target function settings of the PINSVR algorithm 

 

Using the Lagrange function and examining the conditions for the KKT dual function, two optimization 

problems (5) and (6) are obtained as a dual problem. 

𝑚𝑖𝑛
𝛼,𝛽

1

2𝑐3
𝛼𝑇𝐺𝐺𝑇𝛼 +

1

2
𝛽𝑇 (𝐺(𝐺𝑇𝐺 + 𝑐3𝐼1)−1𝐺𝑇 +

1

𝑐3
𝐺𝑇𝐺) 𝛽 +

1

𝑐3
𝛼𝑇𝐺𝐺𝑇𝛽

− 𝑌𝑇(𝐺(𝐺𝑇𝐺 + 𝑐3𝐼1)−1𝐺𝑇 − 𝐼2)𝛽 

𝑠. 𝑡. {
𝛼 ≥ 0

0 ≤ 𝛽 ≤ 𝑐1𝑒
 

 

(7 ) 

𝑚𝑖𝑛
𝛼∗,𝛽∗

1

2𝑐4
𝛼∗𝑇𝐺𝐺𝑇𝛼∗ +

1

2
𝛽∗𝑇 (𝐺(𝐺𝑇𝐺 + 𝑐4𝐼1)−1𝐺𝑇 +

1

𝑐4
𝐺𝑇𝐺) 𝛽∗ +

1

𝑐4
𝛼∗𝑇𝐺𝐺𝑇𝛽∗

− 𝑌𝑇(𝐺(𝐺𝑇𝐺 + 𝑐4𝐼1)−1𝐺𝑇 − 𝐼2)𝛽∗ 

𝑠. 𝑡. {
𝛼∗ ≥ 0

0 ≤ 𝛽∗ ≤ 𝑐2𝑒
 

(8 ) 

Where G = [A e]. From the solution of equation (7), the Lagrange coefficients α and β are obtained, 

and it is obtained by putting it in the following relationships with the values of the parameters f1(x)and 

g1(x): 
 

𝑢1 = (𝐺𝑇𝐺 + 𝑐3𝐼1)−1𝐺𝑇(𝑌 − 𝛽) (9 ) 

𝑢3 =
1

𝑐3
𝐺𝑇(𝛼 + 𝛽) (10 ) 

Where u1 = [w1
Tb1

T]
T

and u3 = [w3
Tb3

T]
T
. From the optimization solution (8), the Lagrangian coeffi-

cients α * and β * are obtained, and it is obtained by putting it in the following relations for the param-

eters of the linef2(x) andg2(x): 

𝑢2 = (𝐺𝑇𝐺 + 𝑐4𝐼1)−1𝐺𝑇(𝑌 − 𝛽∗) (11 ) 

𝑢4 =
1

𝑐4
𝐺𝑇(𝛼∗ + 𝛽∗) 

 

(12 ) 

Now the linear decision function of this algorithm is obtained as follows: 

𝑓(𝑥) =
1

2
(𝑓1(𝑥) + 𝑓2(𝑥)) =

1

2
(𝑤1 + 𝑤2)𝑇𝑥 +

1

2
(𝑏1 + 𝑏2) (13 ) 

The upper and lower bounds of the regression model are calculated as follows: 

𝑓1(𝑥) − 𝑔1(𝑥) = (𝑤1 − 𝑤3)𝑇𝑥 + 𝑏1 − 𝑏3 (14 ) 

𝑓2(𝑥) + 𝑔2(𝑥) = (𝑤2 + 𝑤4)𝑇𝑥 + 𝑏2 + 𝑏4 
 

(15 ) 
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PINSVR Cornell 
 
In this section, the linear PINSVR is extended to nonlinear mode using kernel tricks. The input data is 

mapped to a high-dimensional space using nonlinear kernel functions. In the characteristic space, the 

linear regression function corresponds to the nonlinear regression function in the input space, as shown 

in Figure 4 of this topic. 
 

 
 

Similar to the linear mode, nonlinear nonlinearnonlinear proximal functionsf1(x) and f2(x)and two 

nonlinear nonlinearnonlinear proximal nonlinear functions g1(x) and g2(x)are considered as follows. 

𝑓1(𝑥) = 𝑘(𝑥𝑇 , 𝐴𝑇)𝑤1 + 𝑏1 و 𝑓2(𝑥) = 𝑘(𝑥𝑇 , 𝐴𝑇)𝑤2 + 𝑏2 (16 ) 

𝑔1(𝑥) = 𝑘(𝑥𝑇 , 𝐴𝑇)𝑤3 + 𝑏3 و 𝑔2(𝑥) = 𝑘(𝑥𝑇 , 𝐴𝑇)𝑤4 + 𝑏4 
 

(17 ) 

 
Where k is the kernel function andg1(x) ≥ 0and g2(x) ≥ 0. The initial problem of nonlinear PINSVR 

is defined as follows: 

𝑚𝑖𝑛
𝑤1,𝑤3,𝑏1,𝑏3,𝜉

1

2
𝑐3(𝑤1

𝑇𝑤1 + 𝑏1
2 + 𝑤3

𝑇𝑤3 + 𝑏3
2) +

1

2
𝜉∗𝑇

𝜉∗ + 𝑐1𝑒𝑇𝜉 

𝑠. 𝑡. {

𝑌 − (𝑘(𝐴, 𝐴𝑇)𝑤1 + 𝑒𝑏1) = 𝜉∗

𝑘(𝐴, 𝐴𝑇)𝑤3 + 𝑒𝑏3 ≥ 0

𝑌 − (𝑘(𝐴, 𝐴𝑇)𝑤1 + 𝑒𝑏1) ≥ −(𝑘(𝐴, 𝐴𝑇)𝑤3 + 𝑒𝑏3) − 𝜉, 𝜉 ≥ 0

 
(18 ) 

𝑚𝑖𝑛
𝑤2,𝑤4,𝑏2,𝑏4,𝜂

1

2
𝑐4(𝑤2

𝑇𝑤2 + 𝑏2
2 + 𝑤4

𝑇𝑤4 + 𝑏4
2) +

1

2
𝜂∗𝑇

𝜂∗ + 𝑐2𝑒𝑇𝜂 

𝑠. 𝑡. {

(𝑘(𝐴, 𝐴𝑇)𝑤2 + 𝑒𝑏2) − 𝑌 = 𝜂∗

𝑘(𝐴, 𝐴𝑇)𝑤4 + 𝑒𝑏4 ≥ 0

(𝑘(𝐴, 𝐴𝑇)𝑤2 + 𝑒𝑏2) − 𝑌 ≥ −(𝑘(𝐴, 𝐴𝑇)𝑤4 + 𝑒𝑏4) − 𝜂, 𝜂 ≥ 0

 
(19 ) 

 
Where c1, c2, c3 and c4are input parameters of the problem. Using the Lagrange function and examining 

the KKT conditions of the dual function, two optimization problems (18) and (19) are obtained as a 

dual problem (Yang et al., 2014) 

𝑚𝑖𝑛
𝛼,𝛽

1

2𝑐3
𝛼𝑇𝐻𝐻𝑇𝛼 +

1

2
𝛽𝑇 (𝐻(𝐻𝑇𝐻 + 𝑐3𝐼1)−1𝐻𝑇 +

1

𝑐3
𝐻𝑇𝐻) 𝛽 +

1

𝑐3
𝛼𝑇𝐻𝐻𝑇𝛽

− 𝑌𝑇(𝐻(𝐻𝑇𝐻 + 𝑐3𝐼1)−1𝐻𝑇 − 𝐼2)𝛽 
 

𝑠. 𝑡. {
𝛼 ≥ 0

0 ≤ 𝛽 ≤ 𝑐1𝑒
 

 

(20 ) 
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𝑚𝑖𝑛
𝛼∗,𝛽∗

1

2𝑐4
𝛼∗𝑇𝐻𝐻𝑇𝛼∗ +

1

2
𝛽∗𝑇 (𝐻(𝐻𝑇𝐻 + 𝑐4𝐼1)−1𝐻𝑇 +

1

𝑐4
𝐻𝑇𝐻) 𝛽∗ +

1

𝑐4
𝛼∗𝑇𝐻𝐻𝑇𝛽∗

− 𝑌𝑇(𝐻(𝐻𝑇𝐻 + 𝑐4𝐼1)−1𝐻𝑇 − 𝐼2)𝛽∗ 

𝑠. 𝑡. {
𝛼∗ ≥ 0

0 ≤ 𝛽∗ ≤ 𝑐2𝑒
 

 

(21 ) 

Where H = [k(A, AT) e]. From the solution of (20), the Lagrange coefficients α and β are obtained, 

and it is obtained by placing it in the following relations with the values of the parameters f1(x) 

andg1(x): 

𝑢1 = (𝐻𝑇𝐻 + 𝑐3𝐼1)−1𝐻𝑇(𝑌 − 𝛽) (22 ) 

𝑢3 =
1

𝑐3
𝐻𝑇(𝛼 + 𝛽) 

 

(23 ) 

Where u1 = [w1
Tb1

T]
T

 andu3 = [w3
Tb3

T]
T
. From the solution to the optimization (21), the stabilization 

(α * and β * is achieved), and from its placement in the following relationships, the values of the pa-

rameters f2(x)and g2(x)are obtained: 
  

𝑢2 = (𝐻𝑇𝐻 + 𝑐4𝐼1)−1𝐻𝑇(𝑌 − 𝛽∗) (24 ) 

𝑢4 =
1

𝑐4
𝐻𝑇(𝛼∗ + 𝛽∗) 

 

(25 ) 

 

Now the linear decision function of this algorithm is obtained as follows: 

𝑓(𝑥) =
1

2
(𝑓1(𝑥) + 𝑓2(𝑥)) =

1

2
(𝑤1 + 𝑤2)𝑇𝑘(𝐴, 𝑥) +

1

2
(𝑏1 + 𝑏2) (26 ) 

The upper and lower bounds of the regression model are calculated as follows: 

𝑓1(𝑥) − 𝑔1(𝑥) = (𝑤1 − 𝑤3)𝑇𝑘(𝐴, 𝑥) + 𝑏1 − 𝑏3 (27 ) 

𝑓2(𝑥) + 𝑔2(𝑥) = (𝑤2 + 𝑤4)𝑇𝑘(𝐴, 𝑥) + 𝑏2 + 𝑏4 (28 ) 

 
But what we need to worry about is the occurrence of a phenomenon called over-fit. Therefore, in order 

to review the generality of the  models presented, the error rate to predict the dependent variable of the 

stock price in each three years for the company-years of testing (the company-years that were discarded 

by the 10-fold cross-validation method and the algorithm They have not seen them so far). For each 

error criterion, 10 errors, each reported by the 10-Fold Cross-Validation method, show that these errors, 

along with their mean for every three years, are shown in Table 3. As before, it is concluded that the 

achieved models are generic, that is to say, for companies that have not seen it all, well, and that the 

problem of overlapping has not happened, as the difference between the criteria of the error of the 

training and evaluation data is negligible. In addition, the PINSVR linear model has a relatively large 

error and can not properly predict the dependent variable of the stock price in comparison with the other 

two algorithms [27]. 
 

Table 3: Average SMAPE error criterion for assessing the training of algorithms every three years 
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error Current year Next year The next two years 

SMAPE Linear NonLinear Linear NonLinear Linear NonLinear 

Fold 

1 0.21 0.9 0.27 0.20 0.30 0.26 

2 0.21 0.9 0.26 0.20 0.30 0.26 

3 0.21 0.9 0.27 0.21 0.30 0.26 

4 0.22 0.9 0.27 0.21 0.30 0.26 

5 0.22 0.9 0.27 0.21 0.30 0.25 

6 0.21 0.9 0.27 0.21 0.31 0.24 

7 0.22 0.9 0.27 0.21 0.30 0.26 

8 0.21 0.9 0.27 0.21 0.31 0.26 

9 0.21 0.9 0.27 0.20 0.30 0.26 

10 0.22 0.8 0.27 0.20 0.30 0.26 

Mean 0.21 0.9 0.27 0.21 0.30 0.26 

 

 

 
Table 4: Average SMAPE error rate for evaluating performance with test data every three years 

error Current year Next year The next two years 

SMAPE Linear NonLinear Linear NonLinear Linear NonLinear 

Fold 

1 0.22 0.12 0.26 0.25 0.29 0.32 

2 0.22 0.11 0.32 0.30 0.29 0.31 

3 0.24 0.13 0.26 0.22 0.31 0.36 

4 0.20 0.13 0.22 0.22 0.29 0.29 

5 0.21 0.13 0.27 0.24 0.28 0.32 

6 0.22 0.10 0.26 0.25 0.39 0.40 

7 0.18 0.12 0.27 0.25 0.29 0.32 

8 0.24 0.14 0.27 0.28 0.25 0.27 

9 0.22 0.13 0.29 0.29 0.32 0.29 

10 0.21 0.16 0.27 0.27 0.31 0.31 

Mean 0.22 0.13 0.27 0.27 0.30 0.32 

 
In order to evaluate linear and nonlinear regression models, the mean absolute magnitude of symmetric 

error (SMAPE) has been used. 

 

( )
1

1

1

n

i i
i
n

i i
i

d y
SMAPE

n d y

=

=

−
=

+




 

 

As seen above, the nonlinear PINSVR algorithm with a percentage error of 0.13 SMAPE for this year, 

0.25 for the year to come, and 0.32 for the next two years, have the best prediction for stock price 

evaluation. These results indicate that the PINSVR algorithm in nonlinear mode has been able to predict 

stock prices over the years, rather than linear. 
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5. Results and Discussion 
Stock price prediction is considered as one of the most challenging time series forecasting applications, 

although many empirical research deals with issues of stock price prediction, but the most empirical 

findings have been attributed to the development of financial markets. Stock price prediction as a chal-

lenging issue is the process of predicting time series, because the stock market is dynamically, nonlin-

ear, complex, nonparametric and disorderly. In addition, stock prices are affected by a large number of 

macroeconomic factors, such as political events, inflation rates, general economic conditions, investor 

expectations and behavior, as well as financial variables such as transaction volumes, E / P ratios, and 

... on stock prices of each Companies have a lot of influence and, in fact, direct the behavior of investors. 

Neural networks are more suitable for solving complex and nonlinear problems than timelines, although 

they have their own problems; for example, they are limited in learning because the stock price data has 

a significant difference and complex dimensions, and therefore It is very difficult to predict the price of 

a stock of labor [14]. Artificial intelligence algorithms may be the best way to predict stock markets, 

but they do not come to a standstill. These algorithms are ideal tools that, in addition to exploiting 

statistics, also consider mental aspects; therefore, it is possible to predict the stock price with this algo-

rithm. The results of this research are the most conducted research in this field, namely, stock price 

prediction with The algorithm is intelligent; therefore, the main hypothesis of this research is confirmed, 

and AI algorithm is an efficient way to predict stock prices, and it is suggested to capital market analysts 

that the power of the PINSVR algorithm in nonlinear mode is better than predicting the linear price of 

stock. And with the Peugeots of Rosandel and Amir Manners review and compare data mining tech-

niques to predict stock prices universe setting Qrardadnd test And ByghasadehAbbasi et al  in their 

review of stock price prediction using the genetic algorithm, states that investing in stock exchanges on 

stock exchanges is one of the most lucrative options in the capital market. The stock market has a 

nonlinear system of chaos that is affected by political, economic, and economic conditions, and nonlin-

ear systems such as genetic algorithms can be used to predict stock prices. Similar results have been 

achieved. 

In the case of other research variables studied by Codiswako in his research, the effect of specific factors 

on stock prices among companies admitted to the Columbia Stock Exchange, the results of which indi-

cate a positive and significant relationship between the specific factors of the company, the cash flow 

of each share , Earnings per share and the value of the asset of each share with the stock price. The 

results are the same. 
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